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Monopolistic price-setting behavior of information technology
firms
E. L. van ‘t Klooster and C. N. Teulings

Utrecht School of Economics, Utrecht University, Utrecht, Netherlands

ABSTRACT
Markups, which are when prices are greater than the marginal cost of
production, have increased in the USA over the last decades. Our paper
explores the differences in markups between Information Technology
(IT) and non-IT firms. By doing so, we contribute to the understanding
of the role of the IT industry in the increase in markups. We extend to
De Loecker, Eeckhout, and Unger (2020), who find that markups of
publicly traded firms have risen since 1980. They argue that no industry
has systematically higher markups. We develop a novel firm-level
classification method using natural language processing (NLP) to
distinguish IT from non-IT firms. Our approach differs from the
commonly used North American Industry Classification System (NAICS).
Using our classification, we find that the increase in markup in the
period since 1980 occurred in two separate episodes. In the first, from
1980 until 1996, firms recovered from the fall of markups in the 1970s.
In the second episode, since 1996, markups of IT firms diverge
enormously. Markups of IT firms surge from 47% in 1996 to 80% in
2018, while the markup of non-IT firms remains largely unchanged.
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1. Introduction

The five firms with the highest market capitalization in the world are Microsoft, Apple, Amazon,
Google (or Alphabet) and Facebook (or Meta): all are IT firms. In 2020, the total profits of these
firms were $190 billion (calculated from the Compustat North America database using earnings
before interest and taxes). Their profits suggest that these firms have substantial market power. Cor-
respondingly, a vast body of theoretical research points out characteristics of IT firms that are likely
to lead to market power and a more concentrated market structure. Examples of such characteristics
are network externalities, personalization of products and prices, two-sided markets, switching costs
and economies of scale (Varian 2001; Rochet and Tirole 2003; Katz and Shapiro 1986; Laffont, Rey,
and Tirole 1998a, 1998b; Crouzet and Eberly 2019; De Ridder et al. 2019). Concurrent with the
surge of IT firms, the average markup, an important indicator of market power, of US firms has
increased.

This paper answers the question: how do the markups of IT firms compare to the markups of non-
IT firms in the USA? IT firms are firms that are primarily engaged in producing and developing soft-
ware, data processing and services, or producing hardware and semiconductors. We extend to De
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Loecker, Eeckhout, and Unger (2020) (henceforth DEU), who find that markups of publicly traded
firms in the USA have risen between 1980 and 2016. On the one hand, DEU find a similar rise in
markups across all 2-digit NAICS sectors, arguing that it is not likely that one specific industry is
driving the rise in markup. On the other hand, the theoretical literature points towards high
market power of IT firms and the recent surge of IT firms suggests the IT industry plays a role in
rising markups. The comparison of IT and non-IT markups in this paper provides empirical insight
into the role of the IT industry.

First, this paper contributes by developing a firm-level classification method for IT and non-IT
firms, enabling a more precise analysis of the role of IT firms. Thus far, the empirical literature com-
pares IT to non-IT firms at the sector level. Bessen (2017) identifies nine 4-digit NAICS sectors
involved in creating information technology products, such as Software publishers and Computer
and peripheral equipment manufacturing. However, this classification is imprecise, because IT firms
are active in a broad range of sectors, including non-IT sectors. Amazon and Uber, for instance,
belong to the sectors Electronic Shopping and Mail-Order Houses and Taxi services respectively,
while they are primarily engaged in developing software and data services. While a sector-level
classification of IT excludes these firms, our firm-level classification does label Amazon and Uber
as IT firms. We are thus able to capture within-sector heterogeneity of firms. To the best of our knowl-
edge, such a method has not been developed before. This firm-level classification method can also
be useful for other empirical research. It can be applied to any text that describes a firm, such as the
firm’s website or the description on Wikipedia.

Second, this paper contributes by estimating and comparing indicators of the market power of IT
and non-IT firms. We want to know what role IT firms specifically play in the rising market power of
firms in the USA, due to the vast body of theoretical research pointing towards high market power of
IT firms and the unprecedented market capitalization of big tech. Country-level empirical evidence
for this is scarce and it remains difficult to measure the effects of IT (Bessen and Righi 2019). It
requires isolating IT from non-IT firms. Our firm-level classification algorithm enables us to do this,
enabling a comparison between IT and non-IT firms on key indicators of market power, such as
markups, profits, and cost structures. This analysis of IT vs. non-IT firms provides insight into the
role of IT firms in the rising market power as documented by De Loecker, Eeckhout, and Unger
(2020). Previous research compares IT to non-IT at the sector level (Calligaris, Criscuolo, and Marcolin
2018; Brynjolfsson and Hitt 1995). Such sector-level taxonomies do not include IT firms outside of IT
sectors and thus fail to capture within-sector heterogeneity in digital adoption (Calligaris, Criscuolo,
and Marcolin 2018). Previous studies that look at IT investments at the firm-level use a limited
number of firms and typically focus on one sector (Doms, Jarmin, and Klimek 2004; Cline and
Guynes 2001).

To distinguish IT from non-IT at the firm level, we implement an algorithm called BERT (Bidirec-
tional Encoder Representations from Transformers). It is developed and published by Google AI
Research and obtains state-of-the-art results on a variety of natural language processing tasks,
including text classification (Devlin et al. 2018; Sun et al. 2019). First, we create a group of all
firms in IT-producing sectors and a group of all firms in non-IT sectors. Subsequently, the algorithm
compares business descriptions of firms in the IT sectors to those of firms in the non-IT sectors. This
comparison enables the algorithm to identify whether business descriptions resemble those of firms
in the IT or non-IT sectors. With this knowledge, the algorithm classifies all firms in the data as IT or
non-IT, based on their business description.

To compare markups, profits and costs of IT to non-IT firms, we implement a methodology that is
similar to the methodology of DEU. We take into account the recent studies by Bond et al. (2021) and
Edmond, Midrigan, and Xu (2018) that point out vulnerabilities of this methodology. We use all firms
in the Compustat North America database between 1980 and 2020 and estimate the markups, profits
and costs for the group of IT and non-IT firms.

The results show that markups of IT firms are significantly higher than markups from non-IT firms
and that the difference has doubled over the last decade. The era of rising markups between 1980
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and 2018 can be decomposed into two episodes. In the first episode, 1980 until 1996, the increase
occurs in all firms. The average markup above marginal cost increased from 14% in 1980 to 39% in
1996, then remained more or less constant until 2014 and finally rises to 50% in 2020. In the second
episode, from 1996 until 2018, the increase in markups is heavily concentrated among IT firms. IT
markups were around 45% between 1980 and 1996 and then surge to 80% in 2018. DEU find a
rise in markup within all 2-digit NAICS sectors and find no sectors with significantly higher
markups. However, this paper shows that distinguishing between IT and non-IT at both the firm
level and the 4-digit NAICS sector level leads to pronounced differences in markups of IT and
non-IT firms and sectors. We also look at profits that take fixed costs into account. Despite IT
firms having higher fixed costs, their profits are still significantly higher than the profits of non-IT
firms. Our findings shed a different light on the role of the information technology industry in
rising market power.

Similar to DEU, we find that for both episodes and both IT and non-IT firms, the median markup
does not change. The rise in markups is driven by the increase in markups of firms in the top of the
distribution. This is consistent with Autor et al. (2020) who document the rise of ‘superstar’ firms.
Autor et al. (2020) find that sectors are increasingly dominated by superstar firms that have high
markups and a low labor share of value-added. The authors identify the growth of platform compe-
tition, advances in information technology and strong network effects as potential causes for the
winner-take-most mechanism. Information technology can thus be a contributing factor to the
emergence of ‘superstar’ firms. We find that, besides contributing to the emergence of ‘superstar’
firms, the role of IT is broader and IT firms lead to an increase in markups, most prominently
through the low variable cost share that we find for IT firms.

This paper proceeds as follows. Section 2 discusses the firm-level classification algorithm. In
Section 3, the empirical framework for measuring the markups is presented. Section 4 introduces
the data used and presents estimates of the markups of all firms in the data from 1980 until 2019
and compares IT to non-IT firms. Section 5 discusses the results and their relation to recent literature.
Section 6 concludes.

2. IT classification

To compare IT to non-IT firms, the firms in the database need to be classified as IT or non-IT. Wemake
use of the NAICS and GICS sector classifications that are included in our data. Both GICS and NAICS IT
sectors contain only a selection of all IT firms. For instance, Amazon and Uber are not included.
Because IT firms are active in both IT and non-IT sectors, the sector-level classifications are incom-
plete. Figure 1 presents a schematic illustration of the classification problem. This section proposes
a firm-level classification method, using the business descriptions of the firms that are included in the
Compustat database. These business descriptions are one-sentence descriptions of the firm, com-
piled by Standard & Poor’s (S&P) analysts. The algorithm simply selects firms with a business descrip-
tion that resembles the business descriptions of firms in the IT-producing sectors. At the end of this
section, we use a test set to show the power of this approach.

First, we create a group of IT firms, based on NAICS codes for IT sectors. The Compustat database
provides NAICS codes for each firm. NAICS codes are the standard sector codes used by Federal

Figure 1. All firms in IT sectors are classified as IT firms. Additionally, IT firms are active in non-IT sectors.
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statistical agencies in the US for collecting, analyzing and publishing statistical data. Bessen (2017)
identifies nine NAICS sectors as information technology-producing sectors. These sectors are
NAICS 5112, Software publishers, 5181, Internet service providers and web search portals, 5182, Data Pro-
cessing, Hosting, and Related Services, 5191 Other information services, 5415 Computer Systems Design
and Related Services, 3341 Computer and peripheral equipment manufacturing, 3342 Communications
Equipment Manufacturing, 3344 Semiconductor and Other Electronic Component Manufacturing, and
3345 Navigational, measuring, electromedical, and control instruments manufacturing. We group all
firms that are in one of these nine IT NAICS sectors and group all firms in the other, non-IT, sectors.

An algorithm classifies firms at the firm level as IT or non-IT firms. To do so, the algorithm first
compares business descriptions of firms in the IT sectors to those of firms in the non-IT sectors.
This comparison enables the algorithm to identify whether business descriptions resemble those
of firms in the IT or non-IT sectors. We implement three algorithms, based on popular text mining
and NLP techniques: tf- idf (term frequency-inverse document frequency), word2vec and BERT (Bidir-
ectional Encoder Representations from Transformers). Because BERT outperforms the other algor-
ithms, we use BERT for the final classification and explain it in more detail.

BERT uses two steps: pre-training and fine-tuning. The English BERT encoder block is pretrained
by Google on 11,038 unpublished books from BookCorpus and 2,500 million words from text pas-
sages of English Wikipedia. During this pre-training, it learns the meaning of words and context
of words. Once the pre-training is complete, the same model can be fine-tuned for a variety of
tasks (Devlin et al. 2018). We call this training. We train the model for the classification of IT and
non-IT firms.

We train the model and test its performance using a training and test set, which both consist of
50% IT and 50% non-IT firms. The group of IT firms for training is obtained by taking all firms in the
NAICS IT sectors, consisting of 4610 firms (18% of all 25,527 firms in the dataset). We then add the
same number of non-IT firms to the training set, by randomly selecting 4610 firms that are not in IT
sectors and labeling these as non-IT. This selection may include IT firms, since IT firms are also active
in non-IT sectors. However, the selection predominantly consists of non-IT firms. We assume the
business descriptions in this sample sufficiently characterize ‘non-IT’ business descriptions to train
the algorithm.

The objective of the algorithm is to classify IT firms that are not in IT sectors as IT. To evaluate the
algorithm’s performance, we use a test set with IT firms that are not in the NAICS IT sectors. We look
at the GICS sectors, which are also provided in the Compustat database. The GICS is a sector taxon-
omy developed by Morgan Stanley Capital International (MSCI) and S&P and is widely used by the
global financial community. It contains the sector Information Technology. We select all firms that are
in the GICS Information Technology sector, but not in one of the NAICS IT producing sector and
obtain a group of 815 IT firms that are not in the NAICS IT sectors. For the non-IT firms in this test
set, we randomly select firms that are neither in the NAICS IT sectors, nor in the GICS Information
Technology sector. We check by hand whether these firms are truly non-IT, by reading the corre-
sponding firm descriptions on the Bloomberg website, and we remove the IT firms.

With the labeled training set, we train BERT to classify IT and non-IT firms. Subsequently, we evalu-
ate the performance of the algorithm with the test set. We let the trained algorithm classify all firms
in the test set as IT and non-IT and compare this classification to our labels for IT and non-IT. We cal-
culate two commonly used measures of the effectiveness of a classification algorithm: recall and pre-
cision (Sokolova and Lapalme 2009). Precision is the number of true positives over the total number
of firms that are classified as IT. Recall is the number of true positives over the total number of IT firms
in the test set. Recall is a measure of type I errors, precision of type II errors. The test set contains 815
IT and 815 non-IT firms. BERT classifies 714 as IT and 889 as non-IT. 683 of the firms labeled as IT by
BERT are true positives, 58 are false positives, 757 are true negatives and 132 are false negatives. Pre-
cision is 96% and recall is 84%. For comparison, we also look at the performance of the other two
classification algorithms on the same test set. Table 1 shows the results. BERT outperforms the
other classification algorithms.

4 E. L. VAN ‘T KLOOSTER AND C. N. TEULINGS



A vulnerability of the above classification is that it is based purely on the business description of
the firm. If the business description does not reflect how IT-savvy a firm is, the algorithm cannot
properly classify the firm as IT or non-IT. Two examples of IT firms that are not classified as IT by
BERT are UpSnap and Link Motion. UpSnap is a digital advertising firm and Link Motion is a software
and technology company focusing on the smart drive business. Their business descriptions are:
UpSnap, Inc. provides mobile advertising and direct mail solutions in the United States and internation-
ally, and Link Motion Inc. operates as a smart car and smart ride company in the People’s Republic of
China and internationally. These business descriptions are likely too short for proper classification.

Uber and Amazon are examples of IT firms that are not in IT sectors, but that BERT does classify as
IT. The business description of Uber is: Uber Technologies, Inc. develops and supports proprietary tech-
nology applications that enable independent providers of ridesharing, and meal preparation and deliv-
ery services to transact with end-users worldwide. The company operates in two segments, Core Platform
and Other Bets. Amazon’s business description is: Amazon.com, Inc. engages in the retail sale of con-
sumer products and subscriptions in North America and internationally. The company operates through
three segments: North America, International, and Amazon Web Services (AWS) segments.

3. Measuring markups

Following DEU, we define the markup as price over marginal cost. (The literature uses several ver-
sions of the markup. The most common is the Lerner index, which is equal to the price minus mar-
ginal cost, over the price.) Due to a lack of data, marginal cost cannot be observed directly. Hall
(1988) proposed a method to indirectly measure the ratio of price over marginal cost. We apply
this method. Hall considers a variable factor used in the production process, for which we assume
the adjustment costs are zero. Let Cit(Pvt,Q=)Cit(Pvt , Qit) be the cost of firm i at time t as a function
of the price Pvt of its variable input and its output Qit . The markup mit of the firm, defined as its
price over its marginal cost, satisfies

mit ;
Pit

∂Cit/∂Qit
= uit · PitQit

Pvt∂Cit/∂Pvt
= uit · PitQit

PvtVit
, (1)

uit ;
∂Cit/∂Pvt
∂Cit/∂Qit

Pvt
Qit

, (2)

where Pit is the output price of the firm and where Qit is the quantity of the variable input. In the third
step, we use Roy’s identity (cost minimization implies the quantity of an input to be equal to the
derivative of the cost function with respect to the input price). uit is the output elasticity of the vari-
able input of production; PvtVit/PitQit is the share of the variable input in total revenue. Hence, the
markup is equal to the output elasticity of the variable input divided by its cost as a share of total
revenue. This cost share can be derived straightforwardly from the data so that only the output elas-
ticity remains to be estimated. We estimate the output elasticity using a two-stage GMM procedure,
similar to DEU. Online appendix A explains the empirical framework in more detail.

The advantage of Hall’s expression is that it relies only on cost minimization and hence does not
require information on the demand for the firm’s product, as would be the case when we derive the
markup as the solution to a profit maximization problem. Because we do not have data on output
quantity, we follow DEU and use revenue as a proxy of output.

Table 1. Precision and recall measures of the different classification algorithms.

True positives False positives True negatives False negatives Precision Recall

Test set 815 – 815 – – –
Tf-idf 587 128 975 516 71% 50%
Word2vec 557 138 965 546 82% 53%
BERT 683 58 757 132 96% 84%
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However, Bond et al. (2021) show that, if the markup is measured with the revenue elasticity
instead of the quantity elasticity, the markup is uninformative about the true markup. Firms with
market power set markups as a function of the elasticity of demand, so that the revenue elasticity
of input equals its output elasticity divided by the true markup. The markups estimated with the
revenue elasticity equal the markup as measured with the output elasticity, divided by the true
markup, and will therefore equal one. De Ridder et al. (2021) show that this holds on average so
that the average markup of the ratio estimator with the revenue elasticity is one. However, we
measure the revenue elasticity as an average for a group of firms, with firm-level differences. De
Ridder et al. (2021) demonstrate that the estimator will be informative about the dispersion of
markups within the group. They also find that on the firm- level, the correlation with profitability,
market share and labor shares are similar for both quantity- and revenue-based markups.

A solution to the findings of Bond et al. (2021) is to measure the production function for each
sector separately, and then compare the dispersion in markups of IT to non-IT firms within each
sector. Measuring the production function per sector takes differences in production technologies
between sectors into account. However, some sectors contain too few IT firms for a comparison
of IT and non-IT. Therefore, we distinguish only between goods and services and assume that
firms in goods and services sectors have comparable production technologies. We follow the U.S.
Bureau of Labor Statistics in categorizing the NAICS sectors into goods and services (U.S. Bureau
of Labor Statistics 2021). The results for the output elasticities for goods and services, with their cor-
responding standard errors, are shown in Table 3 in Appendix A. To obtain the correct standard
errors, we block-bootstrap the estimation procedure while resampling within firms over time,
with 100 iterations.

After estimating the production function for goods and services, we distinguish IT from non-IT
firms. While the average markup that we find will not be informative according to Bond et al.
(2021), the dispersion between the markup of IT and non-IT firms does reflect the true dispersion,
as De Ridder et al. (2021) demonstrate. Because the object of this paper is to compare IT to non-
IT firms, we aggregate the results of the goods and services sectors for both IT and non-IT firms,
using the Cobb–Douglas specification. Online appendix E shows the results for the goods and ser-
vices sectors separately. Online appendix F shows the results for the translog specification.

4. Comparing IT to non-IT firms

4.1. Data

This section applies the methodology from the previous two sections to data from the Compustat
Database North America. This database contains financial statements of all US publicly traded
firms, with detailed breakdowns of revenues and costs. We use data between 1978 and 2020. We
drop all firms with missing data on the crucial variables: sales, cost of goods sold, capital stock,
SG&A (Selling, General, and Administrative expenses), and the NAICS code. In line with DEU, we elim-
inate firms with a ratio between cost of goods sold to sales or of SG&A to sales in the bottom or top
1% of the corresponding year. This results in a sample of 22,182 firms.

We then use the trained BERT algorithm to classify all firms as IT or non-IT. Figure 2 shows the
number and share of IT firms as a share of the total for all firms. This dataset only includes the obser-
vations with complete data on the crucial variables. Of all 22,182 firms in the data, 30% are labeled as
IT, representing 21% of total sales. Of the 6718 IT firms, 62% are active in IT sectors and 38% in non-IT
sectors. 15% of firms in non-IT sectors are labeled as IT and 88% of firms in IT sectors are labeled as IT.

Table 2 provides the summary statistics. The cost of goods sold is a proxy for the variable costs
and includes all expenses directly allocated by the company to production, such as material,
direct labor and maintenance. Selling, General and Administrative Expense (SG&A) is a proxy for
overhead costs and includes ‘all commercial expenses of operation incurred in the regular course
of business pertaining to the securing of operating income’ (Standard & Poor’s 2003, 269). It includes
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expenses not directly related to product production. Examples of included items are expenses on
accounting, marketing and R&D. All nominal values are deflated using the FRED GDP deflator (U.S.
Bureau of Economic Analysis 2020). The mean sales, cost of goods sold, capital stock, wage bill
and employment of the IT firms are lower than the mean of non-IT firms. The mean number of
annual observations per firm is 10.3 for non-IT firms, with a median of 7.00 years. For the IT
sample, the mean is 10.6, with again a median of 8.00 years. The data does not provide reliable infor-
mation on the mean wage per person, because we can only calculate the mean wage per person for
6% of IT firms and 12% of non-IT firms, due to missing observations on wage bill and employment.

4.2. Markups

We use the methodology explained in Section 3 to estimate the markups. Figure 3 presents the main
results of this paper. It compares the markups of the non-IT and IT samples, using the CD production
function specification. The markups shown in this section are sales-weighted averages. Appendix D
shows the cost-weighted markup. The period since 1980 falls apart in two separate episodes: first,
the episode from 1980 to 1996, and then, the episode from 1996 to 2018. Markups of non-IT
firms increased from 1.10 in 1980 to 1.37 in 1996 and remained relatively stable afterwards. IT
markups are significantly higher for the full period. They were relatively stable between 1980 and
1996 at about 1.45. After 1996, the markups increase to 1.80 in 2018. The rise in markups of IT
firms can explain part of the rise in markups of the full sample since 1996. If we look at the goods
and services sectors separately, we find that the rise of IT relative to non-IT occurs in the services

Figure 2. 30% of all publicly traded firms in the USA are labeled as IT by the selection algorithm, representing 21% of total sales.
38% of all IT firms are active in non-IT sectors.

Table 2. Summary statistics for the non-IT and IT sample, 1980-2020. Nominal figures are in millions of USD, deflated using the
GDP Deflator with base year 2010. Employment is in the thousands.

Mean Std. Dev. 25th Pct. 50th Pct. 75th Pct. 90th Pct. Nr. Obs.

Non-IT firms
Sales (mln $)

2781 14,275 38 227 1117 4458 146,267

Cost of goods sold (mln $) 1894 10,948 22 139 721 2903 146,267
Capital stock (mln $) 2263 13,425 17 116 686 3249 146,267
SG&A (mln $) 468 2171 8 36 178 756 146,267
Wage bill (mln $) 1064 3306 8 90 640 2821 19,871
Employment (thousands) 10 43 0 1 5 20 130,698
IT firms
Sales (mln $)

1452 7452 19 78 380 1843 73,285

Cost of goods sold (mln $) 879 4624 9 38 195 993 73,285
Capital stock (mln $) 799 6049 5 20 113 680 73,285
SG&A (mln $) 344 1844 9 30 118 471 73,285
Wage bill (mln $) 1121 3731 3 30 438 2776 5133
Employment (thousands) 6 27 0 0 2 9 66,121
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sectors. More details can be found in the Online Appendix. Figure 3 shows the sales-weighted
average, in which the non-IT firms weigh more heavily, because they represent a larger part of
total sales. Therefore, the difference in markups of the full sample compared to non-IT firms is
limited.

We calculate whether the growth differences between IT firms and non-IT firms are statistically
significant. We regress markups on a linear time trend for both types of firms, IT and non-IT, and
compare the coefficients. We find that the difference in growth rate is significant with a p-value
smaller than 0.00001 and that the growth rate of the IT markup is strictly greater than the non-IT
markup growth rate. For details, see Appendix B.

Between 1980 and 1996, there is a recovery of non-IT firms from the 1970s when oil increases,
union radicalism and severe recessions eroded profitability. The first episode was the days of
Ronald Reagan in the USA and Margaret Thatcher in the UK. They ran a program of deregulation,
welfare state reduction and confrontation with trade unions. The runaway of IT firms during the
second episode, from 1996 onward, coincides with the rise of the internet.

DEU have shown that the upper percentiles of the distribution of the markup are the main driver
of the rise of markups in the USA. They claim that this result holds essentially within each sector on its
own, suggesting that the rise in the average markup is due to intra-sector and not inter-sector het-
erogeneity. Figure 4 shows that the same applies for the distributions of the markup of IT and non-IT
firms: the increase in markup is concentrated in the upper end of the distribution. Similarly to DEU,

Figure 3. The average (sales-weighted) IT markup is systematically higher than the average markup of non-IT firms.

Figure 4. The distribution of the markups (sales weighted) shows that the rise in markups is mainly due to the rise of the 10%
highest markups.

8 E. L. VAN ‘T KLOOSTER AND C. N. TEULINGS



the lower percentiles do not explain the increase in markups. The difference between the 90th and
75th percentile is greater for IT than for non-IT firms. For non-IT firms, the 75th percentile remains
relatively stable between 1990 and 2010, and decreases slightly after 2010. For IT firms, the 75th per-
centile shows an increase between 2002 and 2018. The rise in markups of the last decade is more
widespread among IT than among non-IT firms.

Figure 5 shows the markup decomposition at the industry level, with IT and non-IT as the two
industries. The markup decomposition at the industry level is calculated as follows:

Dmt =
∑

s
ms,t−1Dmst︸��������︷︷��������︸
Dwithin

+
∑

s
m̃s,t−1Dms,t︸��������︷︷��������︸
Dbetween

+
∑

s
Dm̃s,tDms,t︸��������︷︷��������︸

Dcross term

(3)

where ms,t is the market share of the industry s at the time t and mst the markup of industry s at the
time t. The first part is the part of the change in markup that is due to an average increase in markup
within the IT and non-IT industries. The reallocation shows howmuch of the change in markup is due
to the reallocation between the non-IT and the IT industries. The cross term is the change in markup
due to the joint change in markup and firm composition.

Figure 5 shows that the main driver of the change in markup comes from the change in markup
within the non-IT industry, accounting for 56% of the total change in the markup from 1980 until
2018. The change in markup within the IT industry accounts for 17% of the total markup change.
Taking into account that IT firms only represent 21% of total sales, this implies that the IT industry
contributes more than proportional to the growth in markups. Reallocation represents the realloca-
tion from the non-IT to the IT industry and accounts for 27% of the total change in markup. Thus the
reallocation of market share from non-IT to IT firms is a significant driver of the increase in markup
that took place in the last decades.

A rise in markup could be due to either rising output elasticity or falling variable cost share, see
Equation (1). Because we only distinguish IT from non-IT firms after estimating the output elasticity,
the output elasticity of IT and non-IT firms is the same. Figure 6(a) shows the output elasticity. There-
fore, the difference in the markup between IT and non-IT firms is due to the differences in variable
cost shares.

Figure 6(b) shows that the variable cost share is lower for IT than for non-IT firms. This corresponds
with the theoretical literature: information and technology-related firms have a cost structure with a
large fixed cost and a small marginal cost (Varian 2001; De Ridder et al. 2019). De Ridder et al. (2019)
argue that the increased use of information technology and software can drive an increase in

Figure 5. The industry-level markup decomposition. Reallocation represents the reallocation from the non-IT to the IT industry
and accounts for 27% of the total change in markup.
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intangible inputs used in production. A key characteristic of intangibles is scalability: they can
produce additional output at zero marginal cost. Therefore, a shift towards intangible inputs
among IT firms can cause a shift from variable to fixed costs and help explain the low variable
costs of IT versus non-IT firms. This cost structure has implications for market concentration: signifi-
cant economies of scale lead to a cost advantage for the biggest firms. When Amazon was trying to
build market share, it believed that scale economies were very important in online retailing and
charged low prices to build market share (Varian 2001).

Since the year 2001, we see a decline in the variable cost share of IT firms. This could be due to
increased efficiency in production, but also due to globalization. 2001 is the year China accessed the
WTO, which was followed by a Chinese export boom to the USA (Handley and Lim̃ao 2017; Acemo-
glu et al. 2016). Increasing imports from China is likely to decrease the marginal cost due to a fall in
the cost of IT components, which are increasingly imported from China. Between 2005 and 2010, the
import of computer equipment and parts from China increased with 69% and was the largest cat-
egory of US imports from China (Morrison 2011). The variable cost share of non-IT firms does not
decrease. Possibly, mainly IT firms benefit from increased competition caused by the surge in
China–US trades.

4.3. Profitability

A higher markup does not necessarily imply that this group of firms has more market power. It is
possible that a firm charges a higher markup to cover increased overhead (or fixed) costs or R&D
expenditures. To explore whether the higher markup reflects higher market power, we estimate
firm profitability, defined as the sales of a firmminus its total costs. This reflects the conceptual differ-
ence between rents and quasi-rents.

In line with DEU, we calculate the profit rate as

profit rate = 1− output elasticity
markup

− r ∗ capital stock
sales

− overhead
sales

, (4)

where the output elasticity over the markup substitutes the expenditure on variable inputs as a share
of sales. Overhead is included in Compustat as Selling, General, and Administrative Expense (SG&A),
representing ‘all commercial expenses of operation (such as, expenses not directly related to product
production) incurred in the regular course of business about the securing of operating income’ (Stan-
dard & Poor’s 2003, 269). Examples of included items are expenses on accounting, marketing and
R&D.

Compustat includes a measure for the gross capital stock, namely Property, Plant and Equipment
(PPEGT). r is a measure for the user cost of capital and is calculated as follows: rt = (It −Pt)+ D,

Figure 6. The two components of the markup: output elasticity and the variable cost share. IT firms have a lower sales-weighted
expenditure share.
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where It is the nominal interest rate (we use PIRIC from FRED), Pt the inflation rate (we use FED-
FUNDS from FRED) and D the deprecation rate (set at 12%).

Figure 7 shows the profit rates of IT and non-IT firms. IT firms are more profitable than non-IT
firms, except during the dot com crisis in 2002, and the difference is increasing over time. The
high markup of IT firms is therefore not a quasi-rent, compensation for prior investment and high
overhead, but genuine rent derived from barriers to entry.

To analyze the difference between markups and profits in more detail, we isolate overhead and
capital costs, and plot them in Figures 8(a) and 8(b), respectively. IT firms have higher overhead than
non-IT firms. This corresponds with the cost structure of IT firms as discussed before, namely rela-
tively high fixed and low variable costs. The costs of capital share are higher for non-IT than IT
firms. The costs of capital are calculated by multiplying the rate for the user cost of capital with
the capital stock, see Equation (4). We assume the user rate of capital to be the same for IT and
non-IT firms, so the difference in the user cost of capital is due to a higher capital stock of non-IT
firms. Appendix C shows the profits of IT firms as a percentage of total profits and the reported
EBIT of IT and non-IT firms.

5. Discussion

The results show a substantially higher markup for IT than for non-IT firms. In this section, we
examine various explanations for the findings and how they relate to recent research.

Figure 7. The average, sales-weighted, profit of IT firms is high compared to non-IT firms. Since 2010, the gap has increased.

Figure 8. The average overhead cost share of IT firms is higher for IT firms than for non-IT firms, while the capital cost share of IT
firms is lower.
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Autor et al. (2020) explore the increasing markups and declining labor share in the USA and use a
model that can explain these phenomena by the emergence of highly productive ‘superstar’ firms. If
globalization or technological changes lead to increased sales for the most productive firms within
each industry, industries become dominated by a few highly successful firms, known as superstar
firms, which have high markups and a low proportion of labor costs in their value added. They
find that information technology can contribute to the emergence of superstar firms. Our results
are in line with their hypothesis but show that the role of IT is broader.

Similarly to Autor et al. (2020), our research finds that the rise in markups in the USA is primarily
driven by the top percentiles of high markup firms. However, since 2000 the markups in the non-IT
group have only risen for the firms with the 10% highest markups, while for IT firms the increase is
more widespread. In line with Autor et al. (2020), Figure 9(a) shows that the average firm size is
increasing, concurrent with the rising markups. This is the case for both non-IT and IT firms.
However, the average IT firm is significantly smaller than the average non-IT firm.

Autor et al. (2020) also find that the ‘superstar firms’ have a low labor share of value added. In
addition to the U.S. Economic Census Data, they use the Compustat database to estimate the
labor share. Only a small number of firms (13%) report payroll data, which is not a required item
for reporting. We therefore cannot draw conclusions, but we can explore the labor share for the
firms that do report the payroll data. Autor et al. (2020) define the labor share as the ratio of
wage bill to the value added. The best proxy for value added is the sum of the wage bill and
EBITDA (earnings before interest, tax, depreciation and amortization). Among the firms that report
payroll data, Autor et al. (2020) find a significant drop in the labor share from almost 60% in the
early 1980s to 47% in 2015. Using the same data and estimates, Figure 9(b) shows that IT firms
have a relatively high labor share. Over the last decade, both the labor share and the markup
have increased for IT firms.

The relatively small size of the IT firms, the higher labor share and the more widespread increase
in markup among IT firms suggest that, besides superstar firms, IT plays its distinct role in the rising
markups. Different phenomena could explain the role of IT firms. Figure 6(b) showed that the higher
markup for IT firms is driven by lower variable costs. Economies of scale in IT, with large fixed costs
and low variable costs, are stressed both in early literature (Shapiro et al. 1999; Varian 2001), as well
as in recent literature (De Ridder et al. 2019; Eeckhout 2022). Information goods can be expensive to
create, but once they have been produced, it is relatively inexpensive to make additional copies. This
is because the cost of creating the first copy includes significant fixed costs, such as research and
development, but the cost of reproducing additional copies and distribution is minimal. The increas-
ing average firm size, shown in Figure 9(a), indicates that IT firms are increasingly benefiting from
economies of scale, resulting in declining variable costs.

Figure 9. The average firm size of IT firms is small compared to non-IT firms. The labor share for IT firms has slightly increased
over the last decade.
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Figure 7 demonstrated that IT firms are more profitable than non-IT firms, even when taking fixed
costs into account. This suggests that IT firms can generate rent on top of their investment and over-
head costs, which may be due to a combination of factors such as lessened competition and higher-
quality products. According to Berry, Gaynor, and Scott Morton (2019), the higher fixed costs for
firms that rely heavily on information technology can lead to barriers to entry and higher
markups. Accordingly, we find lower variable costs, higher fixed costs and higher markups for the
group of IT firms, suggesting that IT firms can achieve higher profits due to a combination of
factors including lessened competition, higher quality products and lower marginal costs.

The drop in variable costs of IT firms could also be an effect of globalization. Companies with an
international supply chain have the opportunity to source cheaper materials, resulting in higher
profit margins. The increased globalization may also contribute to an unequal distribution of this
increase in profit margins (Berry, Gaynor, and Scott Morton 2019). IT in particular may have
benefited from globalization, when in 2001 China accessed the WTO. Imports of information tech-
nology components particularly from China surged, which could explain the fall in costs for IT
firms that we find.

Finally, data can play a role in increasing markups. Antitrust authorities have raised concerns that
the data collected by digital platforms gives incumbents a competitive advantage in digital markets
(Calvano and Polo 2021). Data could provide an advantage to incumbent firms and a barrier to entry
for smaller competitors. This advantage can also be based on economies of scale that allow firms
with more customers to amass more data, improve their service and attract even more customers.
Eeckhout and Veldkamp (2022) examine how the use of data by firms could potentially lead to
market power. They develop a model in which economies of scale in data lead to a data-rich firm
investing in lower marginal cost and larger-scale production. In their setting, firms are utilizing
data to shift production towards high-markup goods, so that markups at the firm- and industry-
level increase. Other researchers argue that big data is not necessarily rare or inimitable and that
there are many alternative data sources available to new entrant (Lambrecht and Tucker 2017).
Further research is needed to better understand to what extent data access forms a barrier to entry.

While our study does not establish a causal relationship, we find a significant divergence in out-
comes for IT and non-IT firms. Characteristics that contribute to market power, as identified in pre-
vious research, are particularly relevant to the information technology industry. Our results and
previous research find that IT firms play a significant and distinct role in the rising market power.

6. Conclusion

This paper shows that the average markup and profits are significantly higher for IT than for non-IT
firms. The period of the markup since 1980 falls apart in two separate episodes: first, the episode
from 1980 to 1996, and then, the episode from 1996 to 2018. In the first episode, there is a recovery
of all firms from the seventies when oil increases, union radicalism, and severe recessions eroded
profitability. The first episode was the days of Ronald Reagan in the US and Margaret Thatcher in
the UK. They ran a program of deregulation, the welfare state reduction, and confrontation with
trade unions. During the second episode, from 1996 onward, there is a runaway of IT firms. This
runaway coincides with the rise of the internet. We find the runaway of the markup can be explained
by a fall in the variable cost share of IT firms since 2001. This could be due to increased efficiency in
production, but also due to globalization and economies of scale. In 2001, China accessed the WTO
and imports of IT components from China surged, which could explain the fall in costs for IT firms.
Strong economies of scale for information technology goods can mean that especially IT firms
benefit from the increasing average firm size.

For both IT and non-IT firms, the rise of the average markup is mainly driven by the increase in
markups of a few firms with the highest markups. The median markup does not change between
1980 and 2018. For IT firms, both the 75th and the 90th percentile markups increase since 2002,
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while for non-IT, only the 90th percentile increased over the last two decades. This implies that a rise
in markups is more widespread among IT firms than among non-IT firms.

To analyze if the higher markup implies that IT firms have more market power, we also look at
profitability. If, despite the higher markup, IT firms are not more profitable than non-IT firms, it is
possible that a firm charges a higher markup to cover increased overhead (or fixed) costs or R&D
expenditures. However, we find that IT firms are more profitable than non-IT firms, except during
the dot com crisis in 2002, and that the difference is increasing over time. The high markup of IT
firms is therefore not a quasi-rent, compensation for prior investment and high overhead, but
genuine rent derived from barriers to entry.

DEU state that rising markups mainly occur within sectors and that the difference in the develop-
ment of markups between sectors is limited. The rise in markups cannot, therefore, be attributed to a
single industry, in their view. To the contrary, our research shows that the difference between IT and
non-IT firms is substantial. Rising IT markups can explain part of the rising markups found by DEU.

Autor et al. (2020) document the fall in the labor share and an interpretation of this fall based on
the simultaneous rise of superstar firms. Sectors are increasingly dominated by the most productive
firms that have high markups and a low labor share of value-added. Micro-economic evidence is pro-
vided for six major sectors in the USA. Information technology can be a contributor to the rise of
‘superstar’ firms. Additionally, our research finds that IT firms play a broader role in driving up
markups, especially through their low variable cost share. It would be interesting to apply the
firm-level classification of IT and non-IT to the research by Autor et al. (2020), to further distinguish
the role of IT from superstar firms, and the contribution of IT to the rise of superstar firms.
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Appendices

Appendix A. The empirical framework for measuring the output elasticity

Estimating the production function requires non-trivial choices, such as its functional form, the instruments, and the
estimation procedure. Here, we follow the choices made by DEU. We reiterate their argument here for the sake of trans-
parency. We use a translog production function

qit = bv
t vit + bk

t kit + bvv
t v2it + bkk

t k2it + vit +
∫
it
, (A1)

where the β
′
s are parameters and lower cases are the logs of the corresponding upper cases; kit denotes the log capital

stock. (Following DEU, we omit the interaction term bvk
t · vitkit to reduce the impact of measurement error of capital on

the output elasticity.) The Cobb–Douglas production function is embedded in this specification as a special case for
which bvv

t = bkk
t = 0. vit is an unobserved Hicks-neutral firm-specific log productivity term, while 1it captures

random disturbances like measurement error in sales. The elasticity uit that we are interested in is the derivative of
the log production function with respect to vit . It satisfies uit = bv

t + 2 · bvv
t vit .

The problem in estimating this equation is that vit is related to the firm’s inputs since it responds to a shock in vit by
re-optimizing its inputs, either downward (since the higher productivity allows the firm to produce the same output
with lower inputs) or upward (since the higher productivity allows the firm to reduce its output price, thereby
gaining market share, requiring more inputs), which of these two scenarios prevails depends on the elasticity of the
firm’s demand curve. We resolve this problem by applying a two-stage estimation procedure, building on Olley and
Pakes (1996) and Ackerberg, Caves, and Frazer (2015).

The first stage
The first stage aims to obtain a measure of total production ft that includes unobserved productivity, but not random
disturbance 1it . We estimate the following equation:

qit = ft(vit , kit)+ eit , (A2)

where

ft = bv
t vit + bk

t kit + bvv
t v2it + bkk

t k2it + vit. (A3)

To approximate ft , we model the output by a third-degree polynomial in variable inputs vit and kit ; the time-dependent
parameters of this polynomial are estimated by OLS. Let the estimate for this third-order polynomial be denoted by
f̂t ; ft(vit , kit).

This procedure ensures that all output directly or indirectly related to variable inputs and capital, or any combination
of the two, including unobserved productivity, is isolated from the error term eit .

The second stage
The second stage aims to find the optimal value for the parameters bv

t and bvv
t , by evaluating two-moment conditions

for different values of these parameters. The moment conditions are obtained as follows: we assume that the unob-
served productivity term follows an AR(1) process: vit = g · vit−1 + jit . Given (A3), this AR(1) process can be written
as follows:

f̂t − bv
t vit − bk

t kit − bvv
t v2it − bkk

t k2it = g(f̂t−1 − bv
t vit−1 − bk

t kit−1 − bvv
t v2it−1 − bkk

t k2it−1)+ jit . (A4)

However, since the input vit is variable and fully flexible, it responds to current productivity shocks jit . Therefore, b
v
t and

bvv
t are estimated through two moment conditions:

E jit(b
v
t , b

vv
t )

vi,t−1

v2i,t−1

( )( )[ ]

These moment conditions assume that the correlation of the productivity process’s error term and the lagged variable
input use should be zero (see (A4)). In other words; lagged variable input should not respond to current productivity
shocks.

The GMM procedure evaluates the moment conditions (A5) for different values of bv
t and bvv

t . As initial values for
these parameters, we use the parameters from an estimate of the translog production function without the unobserved
productivity term. The procedure returns the optimal values for the bv

t and bvv
t , namely, the values for which the

moment conditions are minimized. Table A1 shows the resulting output elasticities for goods and services. To
obtain the correct standard errors, we block-bootstrap the estimation procedure while resampling within firms over
time, with 100 iterations.
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Table A1. The output elasticities are shown separately for goods and services with their corresponding standard errors.

Services output elasticity Standard error Goods output elasticity Standard error
1980 0.824 0.002 0.799 0.002
1981 0.829 0.003 0.804 0.002
1982 0.836 0.002 0.805 0.002
1983 0.842 0.002 0.809 0.002
1984 0.849 0.002 0.814 0.002
1985 0.853 0.002 0.824 0.002
1986 0.853 0.002 0.828 0.002
1987 0.852 0.002 0.839 0.002
1988 0.849 0.002 0.845 0.002
1989 0.842 0.002 0.843 0.002
1990 0.842 0.002 0.846 0.002
1991 0.842 0.002 0.850 0.002
1992 0.844 0.002 0.852 0.002
1993 0.842 0.002 0.855 0.002
1994 0.837 0.002 0.851 0.002
1995 0.829 0.002 0.846 0.002
1996 0.822 0.002 0.840 0.002
1997 0.818 0.002 0.840 0.002
1998 0.818 0.002 0.835 0.002
1999 0.815 0.002 0.831 0.002
2000 0.812 0.002 0.834 0.003
2001 0.812 0.002 0.827 0.003
2002 0.805 0.002 0.819 0.003
2003 0.797 0.003 0.822 0.003
2004 0.787 0.003 0.821 0.003
2005 0.783 0.002 0.814 0.003
2006 0.776 0.002 0.808 0.003
2007 0.770 0.002 0.809 0.004
2008 0.765 0.003 0.813 0.003
2009 0.765 0.003 0.809 0.004
2010 0.767 0.003 0.812 0.004
2011 0.768 0.003 0.817 0.004
2012 0.760 0.003 0.808 0.005
2013 0.769 0.003 0.803 0.005
2014 0.778 0.003 0.815 0.005
2015 0.773 0.003 0.817 0.005
2016 0.777 0.003 0.824 0.004
2017 0.777 0.003 0.834 0.005
2018 0.765 0.004 0.819 0.005
2019 0.759 0.004 0.820 0.005

As a robustness check for the productivity estimation, we re-estimated the production function using a dynamic
panel estimator, following Arellano and Bond (1991). The results for the output elasticity of the variable input from
the Arellano–Bond estimator are comparable to the estimates in our paper. The average output elasticity for the vari-
able input is 0.74, although the variance is greater. Detailed results are available upon request.

To compare if our results are consistent with DEU, we measure the output elasticities for the full sample from 1970
onwards and for each sector separately, in line with DEU. Figure 13 compares the estimates of the markups obtained by
DEU to the estimates obtained in this paper, both using a Cobb–Douglas (CD) specification. All markups shown in this
paper are sales-weighted averages. The estimates are very similar. The difference is likely to be because DEU use a
different deflator for the cost of goods sold.

Appendix B. The difference in the markup growth rates

We calculate whether the growth differences between IT firms and non-IT firms are statistically significant. We regress
markups on a linear time trend for both types of firms, IT and non-IT, and compare the coefficients. To be precise, first
we regress the markup on a time trend, once with the data of IT firms, and once with the data of non-IT firms. We thus
obtain the coefficients of the growth rates of the markups (the time trend) for both IT and non-IT firms. Then we cal-
culate the difference between the two as follows: growth rate IT minus growth rate non-IT. To obtain the correct stan-
dard errors, we block-bootstrap the entire procedure, and obtain 500 values for the difference between the two growth
rates. Figure B1 shows the histogram of the difference in growth rates. The average growth rate for the IT markup is
0.006114 per year, while the average growth rate for the non-IT markup is 0.000146. The minimal value of the difference
is 0.054, meaning that the growth rate of the IT markup is strictly greater for all 500 samples.
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Figure B1. The histogram shows significant differences in markup growth rate (growth rate IT minus growth rate non-IT).

We calculate whether the difference is significant by calculating the z-score and corresponding p-value. The mean of
the difference is 0.00597, with a standard error of 0.000008001 and sample size 500. This implies that the p-value is
smaller than 0.00001, meaning the difference is highly significant.

Appendix C. Profits

Figure C1 shows the profits of IT firms as a percentage of the total profits. For each year, we summed the profits of all IT
firms and divided these by the total profits of all firms. We did the same for the sales of IT firms. The figure shows that IT
profits represent a large share of total profits, except during the dot com crisis. This is striking, considering the relatively
small share in sales of IT firms.

Figure C1. IT profits represent a large share of total profits, while IT sales are relatively small.

Figure C2 shows the EBIT (as reported in the Compustat database) as a share of firm sales and looks similar to the
profits we calculate and shown in Figure 7. The sales-weighted EBIT shares of IT firms show a slump during the dot com
bubble and then increase between 2001 and 2020. The EBIT share of non-IT firms remains roughly stable between 1980
and 2020. It lies above the EBIT share of IT firms between 1986 and 2009.
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Figure C2. Reported EBIT (sales-weighted) of non-IT firms is higher between 1986 and 2014, when it is overtaken by the
EBIT of IT firms.

Appendix D. Cost-weighted markups

Edmond, Midrigan, and Xu (2018) find that the rise in markups largely disappears for cost-weighted (using the cost of
goods sold from Compustat) aggregates of the firm-level markups, as opposed to sales-weighted averages used by DEU.
We check if our results are robust when we cost-weigh the markups; see Figure D1. We find that the rise in markups for
all firms indeed largely disappears, as found by Edmond, Midrigan, and Xu (2018). However, the dispersion in markups
between IT and non-IT persists for cost-weighted averages.

Figure D1. Cost-weighting instead of sales-weighting the markups leads to a similar dispersion of markups between IT
and non-IT firms.
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